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The General Conference of the United Nations Education-
al, Scientific and Cultural Organization (UNESCO), meeting

in Paris from xx to XX, at its Xx session,

xxFE xx7HA] gElof|A A9 Al xxA} {4l wSehEsk |
(UNESCO; ofst gHllA ) F3]+=

Recalling that, by the terms of its Constitution, UNESCO
seeks to construct the defences of peace in the minds of
human beings and aims to promote cooperation among the
nations through education, science, culture, and communi-
cation and information, in order to further universal respect
for justice, for the rule of law and for the human rights and
fundamental freedoms which are affirmed for the peoples

of the world,
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Reflecting on the profound influence that Artificial Intel-
ligence (AI) may have on societies, ecosystems, and human
lives, including the human mind, in part because of the
new ways in which it influences human thinking and deci-
sion-making, and affects education, science, culture, and

communication and information,

AZAS(ADO] TS} AL B oA} Aol 2 1 5,
o}, 23}, JH S 283 PL &2 WA 02 Qlsto], AFAE
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FF= &5,

Considering that Al systems can be of great service to hu-
manity but also raise fundamental ethical concerns, for in-
stance regarding the biases they can embed and exacerbate,
potentially resulting in inequality, exclusion and a threat to
cultural and social diversity and gender equality; the need
for transparency and understandability of the workings of

algorithms and the data with which they have been trained;

ozxis 22| ofs#st| 83



and their potential impact on privacy, freedom of speech,
social, economic and political processes, and the environ-

ment,

ABAG 7142 AFAA & Zfo] 7= skA|T, o]= <lsf
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Recognizing that the development of Al can deepen ex-
isting divides and inequalities in the world, and that no
one should be left behind who does not want to, either in
enjoying the benefits of Al or in the protection against its
negative implications, while recognizing the different cir-

cumstances of different countries,
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Conscious of the fact that low and middle income coun-
tries (LMICs), including but not limited to those in Africa,
Latin America and the Caribbean, and Central Asia, as well
as Small Island Developing States, are facing an acceleration
of the use of information technologies and Al and that the
digital economy presents important societal challenges and
opportunities for creative societies, requiring the recogni-
tion of endogenous cultures, values and knowledge in order

to develop economies,

ofmelzt, eelof ezt B 7helus), Fotalole] i Frhet
HEo] TAEAPLEAFEIDII Eet] (&, olef Fa]
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7V 91 FR3 ASIA B 2 71318 AZAE BS 45
A, (FA2) BAE At 919 WA EakA- 449 Q14
27341,

Recognizing that Al has the potential to be beneficial to

the environment, via its roles in ecological and climate re-

search, disaster risk management, and agriculture, but that
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for those benefits to be realized, fair access to the technol-
ogy is required and the potential benefits need to be bal-
anced against the environmental impact of the entire Al and

information technology production cycle,
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Noting that addressing risks and ethical concerns should
not hamper innovation but rather stimulate new practices of
responsible research and innovation in which the research,
design, development, deployment, and use of Al is anchored

in moral values and ethical reflection,

W, 95]8 ABASY AT - A AT - BF - AHgo] Y - &

Recalling that in November 2019, the General Conference
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of UNESCO, at its 40th session, adopted 40 C/Resolution 37,
by which it mandated the Director-General “to prepare an
international standard-setting instrument on the ethics of
artificial intelligence (Al) in the form of a recommendation”,
which is to be submitted to the General Conference at its

41st session in 2021,

20199 11¥, SHIAF A407F F3]71 “40 C/Resolution 37 &
Aesto], ARE S401A 202149 Al 417 &3] o] AlEst=E “9l
A5 wdo #3t A 7|E FE =5 duo] FHE FHE

UL Folgck 2 A7I5HA,

Convinced that the standard-setting instrument presented
here, based on a global normative approach, and focusing
on human dignity and human rights, including diversity, in-
terconnectedness, inclusiveness and fairness, can guide the
research, design, development, deployment, and use of Al in

a responsible direction,
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Observing that a normative framework for Al and its so-
cial implications finds itself at the intersection of ethics,
human rights, international and national legal frameworks,
and the freedom of research and innovation, and human

well-being,

NERESETE S DEER LR RS
A} WS TAAYZ, AT A6, A5 2A9 A
of Slehe e FAls,

Recognizing that ethical values and principles are not
necessarily legal norms in and of themselves, but can
powerfully shape the development and implementation
of policy measures and legal norms, by providing guidance
where the ambit of norms is unclear or where such norms
are not yet in place due to the fast pace of technological
development combined with the relatively slower pace of

policy responses,
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Convinced that globally accepted ethical standards can
play a helpful role in harmonizing Al-related legal norms
across the globe, and responsible application of existing
international law, if this application is in line with ethical

frameworks and does not cause harm locally,

o 33513 oW Fo|= Hsh7} B4 QH=Th o] E3k et o

P& 5 A2 DAISHEA,
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Recognizing the Universal Declaration of Human Rights
(1948), including Article 27 emphasizing the right to share
in scientific advancement and its benefits; the instruments
of the international human rights framework, including the
United Nations Convention on the Elimination of All Forms
of Discrimination against Women (1979), the United Na-
tions Convention on the Rights of the Child (1989), and the
United Nations Convention on the Rights of Persons with

Disabilities (2006); the UNESCO Convention on the Protec-
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tion and Promotion of the Diversity of Cultural Expressions

(2005),

ek AE 9 1 §Ee SR dRE Axske A27RE R
T AARJABAA(1948), &)1 B FEf o] of 4 b o] ¥
2 ©oF(1979), 74l oks @2l FF(1989), el ol ¢
2] 9oF(2000), 25+ EAQ| P Hoot S At Ful&
HoF(2005)= HIEsto] =A4] 4 ZH PN =752 AA

Noting the UNESCO Declaration on the Responsibilities
of the Present Generations Towards Future Generations
(1997); the United Nations Declaration on the Rights of In-
digenous Peoples (2007); the Report of the United Nations
Secretary-General on the Follow-up to the Second World
Assembly on Ageing (A/66/173) of 2011, focusing on the
situation of the human rights of older persons; the Report
of the Special Representative of the United Nations Secre-
tary-General on the issue of human rights and transnational
corporations and other business enterprises (A/HRC/17/31)
of 2011, outlining the ‘Guiding Principles on Business and
Human Rights: Implementing United Nations ‘Protect, Re-

spect and Remedy” Framework’; the Human Rights Coun-
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cil's resolution on ‘The right to privacy in the digital age’
(A/HRC/RES/42/15) adopted on 26 September 2019; the
UNESCO Recommendation on Science and Scientific Re-
searchers (2017); the UNESCO Internet Universality Indica-
tors (2019), including the R.O.A.M. principles; the Report
of the United Nations Secretary-General's High-level Panel
on Digital Cooperation on The Age of Digital Interdepen-
dence’ (2019); and the outcomes and reports of the [TU’s Al

for Good Global Summits,

wE Aol digt @A Ao Y] T FuAT Al
'(1997); “AF=r19] Aof Bst F9ll AJE(2007), LHA] Q1
*J%la E]'—r- 2011499 xﬂ 2414 Wéﬁr FT&2A) 9 tigh AR

‘HE, 2% Y A uﬁﬂ SEL IJM ol o] 4=& 18 2011
dol 1A} o= 719 9 71E HIRUA 71 ZAf gt AR
ixo% EddH9 B4 (A/HRC/17/31), 20199 9¥ 26Y°] A
“OAE Ao AAPEEFHE "0 gigt Ql@olAts] A9
QF(A/HRC/RES/42/15), ‘st & Ztotedgtatof wat FulAs A
17'(2017), R.O.AM. 92'& HIRS ‘FUAT JIEY HHA 7]
H'(2019), “OAE A5 & At ol gt ol AFFEFC] o
g dgo Bt 1YF g B1A'(2019), FAH7FAATE
(ITU)Y ‘23t AZA5 AAIZS) o] AF} 9 W aAfof] FEo},
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Noting also existing frameworks related to the ethics of
Al of other intergovernmental organizations, such as the
relevant human rights and other legal instruments adopt-
ed by the Council of Europe, and the work of its Ad Hoc
Committee on Al (CAHAI); the work of the European Union
related to Al, and of the European Commission’s High-Level
Expert Group on Al, including the Ethical Guidelines for
Trustworthy AL the work of the OECD Expert Group on Al
(AIGO), and the OECD’s Recommendation of the Council on
AL the G20 Al Principles, drawn therefrom, and outlined in
the G20 Ministerial Statement on Trade and Digital Econo-
my; the G7's Charlevoix Common Vision for the Future of
Al the work of the African Union's Working Group on Al
and the work of the Arab League’s Working Group on Al,

(ED)S 2 & A= 4 e d3Asol et &8 A S Hx
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Emphasizing that specific attention must be paid to
LMICs, including but not limited to those in Africa, Latin
America and the Caribbean, and Central Asia, as well as
Small Island Developing States, as they have been under-
represented in the Al ethics debate, which raises concerns
about neglecting local knowledge, cultural and ethical plu-

ralism, value systems and the demands of global fairness,

ofzj7}, FdotrEizt 9 71| Bs], FForrotel e =7tet
0] FAEMNLE=AAS(SIDS)ZHA] Zdste] (&, o]o] =at=
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ujepstal o] E2F A4, #ol-w 4 T, 7] AlAa" 5 A

A7 %mw BAHE $8E 29 4osl/] Bz o] %

Conscious of the many national frameworks related to the

ethics and regulation of Al,

VA% 42 9 A9 B Be F7H mH YL o
K3pe),
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Conscious as well of the many initiatives and frame-
works related to the ethics of Al developed by the private
sector, professional organizations, and non-governmental
organizations, such as the IEEE’s Global Initiative on Eth-
ics of Autonomous and Intelligent Systems and its work
on Ethically Aligned Design; the World Economic Forum's
‘Global Technology Governance: A Multistakeholder Ap-
proach’; the UNI Global Union’s “Top 10 Principles for
Ethical Artificial Intelligence’; the Montreal Declaration
for a Responsible Development of Al; the Harmonious
Artificial Intelligence Principles (HAIP); and the Tenets of

the Partnership on Al
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Convinced that Al can bring important benefits, but that
achieving them can also be under tension of innovation
debt, asymmetric access to knowledge, barriers of rights to
information and gaps in capacity of creativity in developing
cycles, human and institutional capacities, barriers to access
technological innovation, and a lack of adequate infrastruc-

ture and regulations regarding data,

Al 710l 283 FEE 7HAE = AAR o1& 245k= A
< 94 v, v A4 H, R FoliE, 19 A
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Recognising that economic competition is taking place
within and between states and also between multinational
companies, potentially causing Al strategies and regulatory
frameworks to be focused on national and commercial in-
terests, while global cooperation is needed to address the
challenges that Al brings in a diversity and interconnectivity
of cultures and ethical systems, and to mitigate potential

misuse,

oExis 22| fs#st| 95



7k 7 2 O 719 0] AAE YR %) R
A3 A2 L A T YA F7HJA olofe] 7L o
2 He 4P, AFA50] ok A28 Ty o
EAZH] 2 oot S TRT FAH 282 dets]

o) AA74 Welo] WAgHE s,

=

£ ox

Taking fully into account that the rapid development of
Al systems encounters barriers to understand and imple-
ment Al, because of the diversity of ethical orientations and
cultures around the World, the lack of agility of the law in
relation to technology and the information society, and the
risk that local and regional ethical standards and values be

disrupted by Al,
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1. Adopts the present Recommendation on the Ethics of

Artificial Intelligence;
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2. Recommends that Member States apply the provisions
of this Recommendation by taking appropriate steps,
including whatever legislative or other measures may
be required, in conformity with the constitutional
practice and governing structures of each State, to give
effect within their jurisdictions to the principles and

norms of the Recommendation;

2. S92 7 3o] Ay wel L BH Frol AU Y E
76 24 978 HIES AU 2N FHO2A £ AT
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¥o] LS WHY 4 Yws Ansie,

3. Also recommends that Member States bring the Recom-
mendation to the attention of the authorities, bodies,
institutions and organizations in public, commercial and
non-commercial sectors involved in the research, de-

sign, development, deployment, and use of Al systems.
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SCOPE OF APPLICATION

g we|

1. This Recommendation addresses ethical issues related
to AL It approaches Al ethics as a holistic framework
of interdependent values, principles and actions that
can guide societies in the Al system lifecycle, referring
to human dignity and well-being as a compass to deal
responsibly with the known and unknown impacts of
Al systems in their interactions with human beings and
their environment. The Al system lifecycle refers to the
research, design, development, deployment, and use
of Al systems, and the use of Al systems can be un-
derstood to include the maintenance, operation, end-
of-use, and disassembly of Al systems. It is not within
the ambition of this instrument to provide one single
definition of Al, since such a definition would need to
change over time, in accordance with technological
developments. Rather, its ambition is to address those
features of Al systems that are of central ethical rele-

vance and on which there is large international con-
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sensus. For the purposes of this Recommendation, Al
systems can be approached as technological systems
which have the capacity to process information in a
way that resembles intelligent behaviour, and typically
includes aspects of learning, perception, prediction,
planning or control. This Recommendation approach-

es Al systems along the following lines:
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a. First of all, Al systems embody models and algorithms
that produce a capacity to learn and to perform cog-
nitive tasks, like making recommendations and deci-
sions in real and virtual environments. Al systems are
designed to operate with varying levels of autonomy by
means of knowledge modeling and representation and
by exploiting data and calculating correlations. Al sys-
tems may include several approaches and technologies,

such as but not limited to:

a. A WAR, ATAT Alade A 2 7V E0lA Y A
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i. machine learning, including deep learning and rein-

forcement learning,

i, Al=els gl 7151eHS-2 H| 23St 7] A5k
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ii. machine reasoning, including planning, scheduling,
knowledge representation, search, and optimization,

and

ii. A=, 274 B, A4 2, 4M, AL HES 714

FE

iii. cyber-physical systems, including internet-of-things
and robotics, which involve control, perception, the
processing of data collected by sensors, and the op-
eration of actuators in the environment in which Al

systems work.
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b. Second, besides raising ethical issues similar to the
ones raised by any technology, Al systems also raise
new types of issues. Some of these issues are relat-
ed to the fact that Al systems are capable of doing
things which previously only living beings could do,
and which were in some cases even limited to human
beings only. These characteristics give Al systems a
profound, new role in human practices and society.
Going even further, in the long term, Al systems could
challenge human'’s special sense of experience and
consciousness, raising additional concerns about hu-

man autonomy, worth and dignity, but this is not yet

the case.
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. Third, even though ethical questions regarding Al are
generally related to the concrete impact of Al systems
on human beings and societies, another set of ethical
issues is directed at the interactions between Al sys-
tems and human beings and its implications for our
understanding of both human beings and technologies.
This Recommendation acknowledges that both types
of questions are closely related and are necessary ele-

ments of an ethical approach to AL
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. This Recommendation pays specific attention to the
broader ethical implications of Al in relation to the

central domains of UNESCO: education, science, cul-
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ture, and communication and information, as explored
in the 2019 Preliminary Study on the Ethics of Artificial
Intelligence by the UNESCO World Commission on Eth-
ics of Scientific Knowledge and Technology (COMEST):

2. B F39ke 20194 S| AT NATEA] 47482 9 Y3
(COMEST)7} Q13415 =20l tigh Abd A+ oflA Z3=+a}
5ol W&, ¥ £3), ARFAT 22 fuAF9] HA
FHlshzt Y AFA59 FHA -4 oo z+

3] Z0lg 719,

a. Al systems are connected to education in many ways:
they challenge the societal role of education because of
their implications for the labour market and employ-
ability; they might have impact on educational practic-
es; and they require that education of Al engineers and
computer scientists creates awareness of the societal

and ethical implications of Al
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b. In all fields of the sciences, social sciences and human-
ities, Al has implications for our concepts of scientific
understanding and explanation, and for the ways in
which scientific knowledge can be applied as a basis

for decision-making.

b. B 2o #st, Agjatst, QIEstolA, IS A5E Hek4]

c. Al has implications for cultural identity and diversity. It
has the potential to positively impact the cultural and
creative industries, but it may also lead to an increased
concentration of supply of cultural content, data and
income in the hands of only a few actors, with poten-
tial negative implications for the diversity of cultural

expressions and equality.
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d. In the field of communication and information, ma-
chine-powered translation of languages is likely to
play an increasingly important role. This might have a
substantial impact on language and human expression,
in all dimensions of life, bringing a responsibility to
deal carefully with human languages and their diversi-
ty. Moreover, Al is challenging practices of journalism,
and the social role of journalists, media workers, and
social media producers who are engaged in journalistic
activities, and is connected to both the spreading and

the detection of disinformation or misunderstanding.
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. This Recommendation is addressed to States. As appro-
priate and relevant, it also provides guidance to deci-
sions or practices of individuals, groups, communities,
institutions and corporations, public and private, par-
ticularly Al actors, understood as those who play an
active role in the Al system lifecycle, including organi-
zations and individuals that research, design, develop,

deploy, or use AL
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AIMS AND OBJECTIVES
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4. This Recommendation aims for the formulation of
ethical values, principles and policy recommendations
for the research, design, development, deployment and
usage of Al, to make Al systems work for the good of

humanity, individuals, societies, and the environment.

5. The complexity of the ethical issues surrounding Al
requires equally complex responses that necessitate the
cooperation of multiple stakeholders across the various
levels and sectors of the international, regional and na-

tional communities.

5. ABASE St 84 BAC) BEHE Tt F9HE
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. Even though this Recommendation is addressed primarily
to policy-makers in and outside UNESCO Member States,
it also aims to provide a framework for international
organizations, national and transnational corporations,
NGO'’s, engineers and scientists, including representatives
of humanities, natural and social sciences, non-gov-
ernmental organizations, religious organizations, and
civil society, stimulating a multi-stakeholder approach,
grounded in a globally accepted ethical framework that
enables stakeholders to collaborate and take common re-

sponsibility based on a global, intercultural dialogue.

B RIS $AT 097 A5 A4 dAIES Hare
2 ST, 5 AR At - AR, HHES|T, F
B 24, A9 Ale) EASS BiEdte] 24 17, F) 3

4 719, 43717, B4, BeAlA LHYA2E A

Fohe AL BHoR gozA, oldmARE] A 474

2o} 7 Y512 Folo] Aot 59 49e A 4 dus

She WA TH 02 GlEls g 2aQgiao] Jluet o

oizxis g2 ofsHst7l 109



VALUES AND PRINCIPLES
7tx|2t A=

7. Values and principles are not necessarily legal norms
in and of themselves, as stated in the preamble to this
Recommendation. They play a powerful role in shap-
ing policy measures and legal norms, because values
encompass internationally agreed expectations of what
is good and what is to be preserved. As such, values

underpin principles.
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8. Values thus inspire good moral behaviour in line with
the international community's understanding of such

behaviour and they are the foundations of principles,
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while principles unpack the values underlying them
more concretely so that values can be more easily actu-

alised in policy statements and actions.
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l1.1. VALUES
.1, 7|

Human dignity
A7 &4A4

9. The research, design, development, deployment, and
use of Al systems should respect and preserve human
dignity. The dignity of every human person is a value
that constitutes a foundation for all human rights and
fundamental freedoms and is essential when develop-

ing and adapting Al systems. Human dignity relates to
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the recognition of the intrinsic worth of each individu-
al human being and thus dignity is not tied to national
origin, legal status, socio-economic position, gender
and sexual orientation, religion, language, ethnic ori-

gin, political ideology or other opinion.
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10. This value should be respected by all actors involved
in the research, design, development, deployment,
and use of Al systems in the first place; and in the
second place, be promoted through new legislation,
through governance initiatives, through good ex-
emplars of collaborative Al development and use, or
through government-issued national and international
technical and methodological guidelines as Al tech-

nologies advance.
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Human rights and fundamental freedoms
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11. The value of the respect for, and protection and pro-
motion of, human rights and fundamental freedoms
in the Al context means that the research, design, de-
velopment, deployment, and use of Al systems should
be consistent and compliant with international human

rights law, principles and standards.
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Leaving no one behind
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12. It is vital to ensure that Al systems are researched, de-
signed, developed, deployed, and used in a way that
respects all groupings of humanity and fosters creativ-
ity in all its diversity. Discrimination and bias, digital
and knowledge divides and global inequalities need to

be addressed throughout an Al system lifecycle.
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13. Thus, the research, design, development, deploy-
ment, and use of Al systems must be compatible with
empowering all humans, taking into consideration
the specific needs of different age groups, cultural
systems, persons with disabilities, women and girls,
disadvantaged, marginalized and vulnerable popula-

tions; and should not be used to restrict the scope of
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lifestyle choices or personal experiences, including
the optional use of Al systems. Furthermore, efforts
should be made to overcome the lack of necessary
technological infrastructure, education and skills,
as well as legal frameworks, particularly in low- and

middle-income countries.
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Living in harmony
z _Q].i o }\T—

14. The value of living in harmony points to the research,
design, development, deployment, and use of Al sys-

tems recognising the interconnectedness of all hu-
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mans. The notion of being interconnected is based on
the knowledge that every human belongs to a greater
whole, which is diminished when others are dimin-

ished in any way.
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15. This value demands that the research, design, devel-
opment, deployment, and use of Al systems should
avoid conflict and violence, and should not segregate,
objectify, or undermine the safety of human beings,
divide and turn individuals and groups against each
other, or threaten the harmonious coexistence be-
tween humans and the natural environment, as this
would negatively impact on humankind as a collec-
tive. The purpose of this value is to recognise the en-
abling role that Al actors should play in achieving the
goal of living in harmony, which is to ensure a future

for common good.
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Trustworthiness
A=A

16.

16.

Al systems should be trustworthy. Trustworthiness is
a socio-technical concept implying that the research,
design, development, deployment, and use of Al sys-
tems should inspire, instead of infringing on, trust

among people and in Al systems.
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17. Trust has to be earned in each use context and more

broadly is a benchmark for the social acceptance of

Al systems. Therefore people should have good reason

to trust that Al technology brings benefits while ade-

quate measures are taken to mitigate risks.
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Protection of the Environment

o Uk

18. The aim of this value is to ensure that the research,

design, development, deployment, and use of Al

systems recognise the promotion of environmental

well-being. All actors involved during the lifecycle of

Al systems should follow relevant international and

domestic laws in the field of environmental protection

and sustainable development to ensure the minimisa-
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18.

19.

tion of climate change risk factors, including carbon
emission of Al systems, and prevent the exploitation
and depletion of natural resources contributing to the

deterioration of the environment.
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At the same time, Al systems should be used to pro-
vide solutions to protect the environment and pre-
serve the planet by supporting circular economy type

approaches.
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20.

21.

PRINCIPLES

2|

. Bearing in mind that any Al system has a number of

essential evolving human and technology dependent
situational characteristics, principles are presented in

two groups.

The first group consists of principles reflecting char-
acteristics that are associated with the human-tech-
nology interface, i.e. human-AI systems interaction.
Note that the research, design, development, deploy-
ment, and use of Al systems influence human agency
in two ways: First, in terms of expanding the scope for
machine autonomy and decision-making, and sec-
ond, by influencing the quality of human agency in

both positive and negative ways.
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The second group of principles consists of principles
reflecting characteristics associated with the prop-
erties of Al systems themselves that are pertinent to
ensuring the research, design, development, deploy-
ment, and use of Al systems happen in accordance

with internationally accepted expectations of ethical

behaviour.
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GROUP 1
I51

For human and flourishing
QUi WS 9istod

23. Al systems should be researched, designed, developed,
deployed, and used to let humans and the environ-
ment in which they live, flourish. Throughout the life-
cycle of Al systems the quality of life of every human
being should be enhanced and the enjoyment of all
human rights for every human being should be pro-
moted, while the definition of ‘quality of life’ should
be left open to individuals or groups, as long as no
human being is harmed physically or mentally, or

their dignity diminished as a rsult this definition.

23. ABAS AAHL Azl Qlzto] AT Qi Bo] Ws)
T A7 44 AL B Agolof Stk A3A)
259] 47 27] 1 GelolA] RE Age] 4] 4
Hojof 8131 ML BE Q1AL H8o0] G 2 Yojok
sheel, 4t0] o] Aol ofw ARE 3A|F0.

AH O HshE YA YA o] Aol 1Al £l 4]
&5 gie 319l E Aol el glojob

122 SUAT AIBXIS(A) 22| AT s



24. Al systems may be researched, designed, developed,
deployed or used to assist in interactions involving
vulnerable people, including, but not limited to chil-
dren, the elderly or the ill, but should never objectify
humans or undermine human dignity, or violate or

abuse human rights.
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Proportionality
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25. The research, design, development, deployment, and
use of Al systems may not exceed what is necessary to
achieve legitimate aims or objectives and should be

appropriate to the context.
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26. The choice of an Al method should be justified in the
following ways: (a) The Al method chosen should be
desirable and proportional to achieve a given aim; (b)
The Al method chosen should not have an excessive
negative infringement on the foundational values
captured in this document; (c) The Al method should
be appropriate to the context.
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Human oversight and determination
A7) 7% 9 2%

27. It should always be possible to attribute both ethical
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27.

28.

28.

and legal responsibility for the research, design, de-
velopment, deployment, and use of Al systems to a
physical person or to an existing legal entity. Human
oversight refers thus not only to individual human

oversight, but to public oversight.
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It may be the case that sometimes humans would
have to share control with Al systems for reasons of
efficacy, but this decision to cede control in limited
contexts remains that of humans, as Al systems should
be researched, designed, developed, deployed, and
used to assist humans in decision-making and acting,

but never to replace ultimate human responsibility.
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Sustainability

A&754

29. In the context of promoting the development of
sustainable societies, Al actors should respect the
social, economic and environmental dimensions of
sustainable development of all of humanity and the
environment. Al systems should be researched, de-
signed, developed, deployed, and used to promote
the achievement of sustainability related to globally
accepted frameworks such as the sustainable develop-

ment goals.
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Diversity and inclusiveness
tdd 9 284

30. The research, design, development, deployment, and
use of Al systems should respect and foster diversity and
inclusiveness at a minimum consistent with international
human rights law, standards and principles, including de-

mographic, cultural and social diversity and inclusiveness.
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Privacy
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31. The research, design, development, deployment, and
use of Al systems should respect, protect and promote
privacy, a right essential to the protection of human
dignity and human agency. Adequate data governance
mechanisms should be ensured throughout the life-
cycle of Al systems including as concerning the col-

lection of data, control over the use of data through
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informed consent and permissions and disclosures of
the application and use of data, and ensuring person-

al rights over and access to data.
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Awareness and literacy
U4 9 P85

32. Public awareness and understanding of Al tech-
nologies and the value of data should be promoted
through education, public campaigns and training to
ensure effective public participation so that citizens
can take informed decisions about their use of Al sys-
tems. Children should be protected from reasonably

foreseeable harms arising from Al systems, should
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have access to such systems through education and
training, and children should not be disempowered by

their interaction with Al systems.
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Multi-stakeholder and adaptive governance
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33. Governance of Al should be responsive to shifts in
technology and associated business models, inclusive
(with the participation of multiple stakeholders), po-
tentially distributed across different levels, and ensure
through a cross-domain systems approach, fit-for-

purpose governance responses.
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34. Governance should consider a range of responses
from soft governance through self-regulation and cer-
tification processes to hard governance with national
laws and, where possible and necessary, international
instruments. In order to avoid negative consequences
and unintended harms, governance should include
aspects of anticipation, protection, monitoring of im-

pact, enforcement and redressal.

34. AvfdaE A7) el 9 Q1T AARE S fl And s

3

3|
& AT A7) cer FH e 1
H

130 SUIAT URXIS(A) 82| 1 s



GROUP 2
I52

Fairness

-
>34

35. Al actors should respect fairness, equity and inclu-
siveness, as well as make all efforts to minimize and
avoid reinforcing or perpetuating socio-technical bi-
ases including racial, ethnic, gender, age, and cultural

biases, throughout the full lifecycle of the Al system.
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Transparency and explainability
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36. While, in principle, all efforts need to be made to in-

crease transparency and explainability of Al systems
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to ensure trust from humans, the level of transparen-
cy and explainability should always be appropriate
to the use context, as many trade-offs exist between
transparency and explainability and other principles

such as safety and security.
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37. Transparency means allowing people to understand
how Al systems are researched, designed, developed,
deployed, and used, appropriate to the use context
and sensitivity of the Al system. It may also include
insight into factors that impact a specific prediction
or decision, but it does not usually include sharing
specific code or datasets. In this sense, transparency
is a socio-technical issue, with the aim of gaining

trust from humans for Al systems.
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38. Explainability refers to making intelligible and pro-
viding insight into the outcome of Al systems. The
explainability of Al models also refers to the under-
standability of the input, output and behaviour of
each algorithmic building block and how it contrib-
utes to the outcome of the models. Thus, explain-
ability is closely related to transparency, as outcomes
and sub processes leading to outcomes should be
understandable and traceable, appropriate to the use

context.
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Safety and security
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39. The research, design, development, deployment, and
use of Al systems should avoid unintended harms
(safety risks) and vulnerabilities to attacks (security
tasks), so as to ensure safety and security throughout
the lifecycle of the Al system.
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40. Governments should play a leading role in ensuring

safety and security of Al systems, including through

establishing national and international standards and
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norms in line with applicable international human
rights law, standards and principles. Strategic research
on potential safety and security risks associated with
different approaches to realize long-term Al should be

continuously supported to avoid catastrophic harms.
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Responsibility and accountability
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41. Al actors should assume moral and legal responsibility
in accordance with extant international human rights
law and ethical guidance throughout the lifecycle of
Al systems. The responsibility and liability for the de-
cisions and actions based in anyway on an Al system

should always ultimately be attributable to Al actors.
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42. Appropriate mechanisms should be developed to en-
sure accountability for Al systems and their outcome.
Both technical and institutional designs should be
considered to ensure auditability and traceability of

(the working of) Al systems.
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AREAS OF POLICY ACTION
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ACTION GOAL I: ETHICAL STEWARDSHIP
Y5 53 I 284 HAF(stewardship)

43. Ensure alignment of Al research, design, development,
deployment, and use with foundational ethical values

such as human rights, diversity and inclusiveness, etc.
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Policy Action 1: Promoting Diversity & Inclusiveness
A2 5 1: TPy @ 284 A

44. Member States should work with international or-

ganizations to ensure the active participation of all

Member States, especially LMICs in international
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44.

45.

45.

discussions concerning Al. This can be through the
provision of funds, ensuring equal regional partici-

pation, or any other mechanisms.
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Member States should require Al actors to disclose
and combat any cultural and social stereotyping in the
workings of Al systems whether by design or by neg-
ligence, and ensure that training data sets for Al sys-
tems should not foster cultural and social inequalities.
Mechanisms should be adopted to allow end users to

report such inequalities, biases and stereotypes.
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46. Member States should ensure that Al actors demon-
strate awareness and respect for the current cultural
and social diversities including local customs and reli-
gious traditions, in the research, design, development,
deployment, and use of Al systems while being con-
sistent with international human rights standard and

norms.
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47. Member States should work to address the diversity
gaps currently seen in the development of Al systems,
including diversity in training datasets and in Al ac-
tors themselves. Member States should work with all
sectors, international and regional organizations and
other entities to empower women and girls to partic-

ipate in all stages of an Al system lifecycle by offering
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47.

48.

incentives, access to mentors and role models, and
protection from harassment. They should also work
to make the domain of Al more accessible to people
from diverse ethnic backgrounds as well as people
with disabilities. Moreover, equal access to Al system
benefits should be promoted, particularly for margin-

alized groups.
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Member States should work with international organi-
zations to mainstream Al ethics by including discus-

sions of Al-related ethical issues into relevant interna-
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tional, intergovernmental and multi-stakeholder fora.
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ACTION GOAL II: IMPACT ASSESSMENT

P ER 1 9T 37t

49. Build observatory and anticipatory capacities to re-
spond in time to negative or other unintended conse-

quences arising from Al systems.
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Policy Action 2: Addressing Labour Market Changes
B W% 2 5 A Aso] g e

50. Member States should work to assess and address the

impact of Al on labour markets and its implications for ed-
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ucation requirements. This can include the introduction of a

wider range of ‘core skills’ at all education levels to give new

generations a fair chance of finding jobs in a rapidly chang-

ing market and to ensure their awareness of the ethical as-

pects of AL Skills such as ‘learning how to learn’, communi-

cation, teamwork, empathy, and the ability to transfer one’s

knowledge across domains, should be taught alongside spe-

cialist, technical skills. Being transparent about what skills

are in demand and updating school curricula around these

is key.

50.

Sl Aol leE ARl mAs ST 1S 87
27100 2= AAPEE B7EstaL ool Hi3-sfof et St
= AlOIA AAelA 4% 4] 7185 Akl IF
A5 &2 SHo] Hig A4 AlaLstr] YsiA, o171
€ BE I oA 3T ddA 5 ko] %
e 0o o U S5 AT, 994 54 2
ofof ol A oh= A4 A 22 s Aesh A
£ 71€3 A 7t2A0k Bt ofE %'o] £27} A
FEH B/t o8 SH2= st A=E g ZYAlst
+ 20| Sa3lt.

51. Member States should work with private entities,
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NGOs and other stakeholders to ensure a fair tran-
sition for at-risk employees. This includes putting in
place upskilling and reskilling programs, finding cre-
ative ways of retaining employees during those tran-
sition periods, and exploring ‘safety net’ programs for

those who cannot be retrained.
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52. Member States should encourage researchers to ana-
lyze the impact of Al on the local labour market in or-
der to anticipate future trends and challenges. These
studies should shed light on which economic, social
and geographic sectors will be most affected by the

massive incorporation of Al
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53.

53.
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Member States should develop labour force policies
targeted at supporting women and underrepresent-
ed populations to make sure no one is left out of the
digital economy powered by Al Special investment
in providing targeted programs to increase the pre-
paredness, employability, career development and
professional growth of women and underrepresented

populations should be considered, and implemented

if feasible.
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Policy Action 3: Addressing the social and economic im-
pact of Al
3 9% 3 ABAS) A - A Gl e S

54. Member States should devise mechanisms to prevent
the monopolization of Al and the resulting inequal-
ities, whether these are data, research, technology,

market or other monopolies.
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55. Member States should work with international orga-
nizations, private and non-governmental entities to
provide adequate Al literacy education to the public
especially in LMICs in order to reduce the digital di-
vide and digital access inequalities resulting from the

wide adoption of Al systems.
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56.

56.
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Member States should establish monitoring and eval-
uation mechanisms for initiatives and policies related
to Al ethics. Possible mechanisms include: a reposito-
ry covering ethical compliance initiatives across UN-
ESCQO’s areas of competence, an experience sharing
mechanism for Member States to seek feedback from
other Member States on their policies and initiatives,
and a guide for developers of Al systems to assess
their adherence to policy recommendations men-

tioned in this document.
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57. Member States are encouraged to consider a certifi-
cation mechanism for Al systems similar to the ones
used for medical devices. This can include different
classes of certification according to the sensitivity
of the application domain and expected impact on
human lives, the environment, ethical considerations
such as equality, diversity and cultural values, among
others. Such a mechanism might include different
levels of audit of systems, data, and ethical compli-
ance. At the same time, such a mechanism must not
hinder innovation or disadvantage small enterprises
or startups by requiring large amounts of paperwork.
These mechanisms would also include a regular
monitoring component to ensure system robustness
and continued integrity and compliance over the en-
tire lifetime of the Al system, requiring re-certifica-

tion if necessary.
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58.

58.
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Member States should encourage private companies
to involve different stakeholders in their Al gover-
nance and to consider adding the role of an Al Ethics
Officer or some other mechanism to oversee impact
assessment, auditing and continuous monitoring ef-

forts and ensure ethical compliance of Al systems.
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Member States should work to develop data gover-

nance strategies that ensure the continuous evaluation
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of the quality of training data for Al systems includ-
ing the adequacy of the data collection and selection
processes, proper security and data protection mea-
sures, as well as feedback mechanisms to learn from
mistakes and share best practices among all Al actors.
Striking a balance between metadata and users’ pri-

vacy should be an upfront concern for such a strategy.
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Policy Action 4: Impact on Culture and on the En-

vironment
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60. Member States are encouraged to incorporate Al sys-
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60.

6l.

tems where appropriate in the preservation, enrich-
ment and understanding of cultural heritage, both
material and intangible, including rare languages, for
example by introducing or updating educational pro-
grams related to the application of Al systems in these

areas, targeted at institutions and the public.

YRS B|4l0lS HEW £Y FYRIGA BE G
3t ofall] glol A3e AP ATAT AAAE BEFES
AT, 719 oleig Hofel I8 A
oAE /% 9 5L PO SHe g X2 IPL £Y
Ei BAEHE ol

Member States are encouraged to examine and ad-
dress the impact of Al systems, especially Natural
Language Processing applications such as automated
translation and voice assistants on the nuances of hu-
man language. Such an assessment can include max-
imizing the benefits from these systems by bridging
cultural gaps and increasing human understanding, as
well as negative implications such as the reduced per-
vasiveness of rare languages, local dialects, and the

tonal and cultural variations associated with human
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language and speech.
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62. Member States should encourage and promote col-
laborative research into the effects of long-term in-
teraction of people with Al systems. This should be
done using multiple norms, principles, protocols,
disciplinary approaches, and assessment of the mod-
ification of habits, as well as careful evaluation of the

downstream cultural and societal impacts.
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03.

03.

04.

04.

05.

Member States should promote Al education for art-
ists and creative professionals to assess the suitability
of Al for use in their profession as Al is being used to
create, produce, distribute and broadcast a huge va-
riety of cultural goods and services, bearing in mind
the importance of preserving cultural heritage and

diversity.
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Member States should promote awareness and evalu-
ation of Al tools among local cultural industries and
startups working in the field of culture, to avoid the

risk of greater concentration in the cultural market.
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Member States should work to assess and reduce
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the environmental impact of Al systems, includ-
ing but not limited to, its carbon footprint. They
should also introduce incentives to advance ethical
Al-powered environmental solutions and facilitate
their adoption in different contexts. Some examples

include using Al to:
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a. Accelerate the protection, monitoring and manage-

ment of natural resources.
a AF AY9 BE - BUEY - T 7p&3)

b. Support the prevention, control and management of

climate-related problems.

b. 715&A|9] og-EA1- =] A
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c. Support a more efficient and sustainable food eco-

system.

c. B E&F0]al A&7Rset A% AHA A1

d. Accelerate the access to and mass adoption of green

energy.
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ACTION GOAL III: CAPACITY BUILDING FOR AI ETHICS
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66. Develop human and institutional capacity to enable

ethical impact assessment, oversight and governance.
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Policy Action 5: Promoting Al Ethics Education & Awareness
B A5 5 ABA%S 22 88 9 94l 54

67. Member States should encourage in accordance with
their national education programmes and traditions
the embedding of Al ethics into the school and uni-
versity curricula for all levels and promote cross col-
laboration between technical skills and social sciences
and humanities. Online courses and digital resources
should be developed in local languages and in acces-

sible formats for people with disabilities.
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68. Member States should promote the acquisition of
‘prerequisite skills’ for Al education, such as basic
literacy, numeracy, and coding skills, especially in
countries where there are notable gaps in the educa-

tion of these skills.
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8.

9.

9.

70.
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Member States should introduce flexibility into uni-
versity curricula and increase ease of updating them,
given the accelerated pace of innovations in Al sys-
tems. Moreover, the integration of online and con-
tinuing education and the stacking of credentials
should be explored to allow for agile and updated

curricula.
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Member States should promote general awareness
programs of Al and the inclusive access to knowledge
on the opportunities and challenges brought about by
Al This knowledge should be accessible to technical

and non-technical groups with a special focus on un-
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derrepresented populations.
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71. Member States should encourage research initiatives
on the use of Al in teaching, teacher training and
e-learning, among other topics, in a way that enhanc-
es opportunities and mitigates the challenges and
risks associated with these technologies. This should
always be accompanied by an adequate impact as-
sessment of the quality of education and impact on
students and teachers of the use of Al and ensure that
Al empowers and enhances the experience for both

groups.
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72.

72.

Member States should support collaboration agree-
ments between academic institutions and the in-
dustry to bridge the gap of skillset requirements and
promote collaborations between industry sectors,
academia, civil society, and the government to align
training programs and strategies provided by edu-
cational institutions, with the needs of the industry.
Project-based learning approaches for Al should be
promoted, allowing for partnerships between compa-

nies, universities and research centers.
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73. Member States should particularly promote the par-
ticipation of women, diverse races and cultures, and
people with disabilities, in Al education programs
from basic school to higher education, as well as pro-
mote the monitoring and sharing of best practices

with other Member States.
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Policy Action 6: Promoting Al Ethics Research
B 9% 6: ABAY 23 A7 2

74. Member States should promote Al ethics research ei-
ther through direct investments or by creating incen-

tives for the public and private sectors to invest in this

area.
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75.

75.

76.

76.
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Member States should ensure that Al researchers are
trained in research ethics and require them to include
ethical considerations in their research design and
end products, particularly analyses of the datasets
they use, how they are annotated and the quality and

the scope of the results.

AR ATAS AFATF AT 4205 AHAHER Fop

ot 150 A7 AA % 2T A4t 53] ASE= HlolH
Hghe] 24, & F4%8 l‘ﬂo/%‘ % 23e] F2-R 9ol Histo]

294 AYS DShE

ka
O
2
&
i)

Member States and private companies should facili-
tate access to data for research for the scientific com-
munity at the national level where possible to promote
the capacity of the scientific community, particularly
in developing countries. This access should not be at

the expense of citizens’ privacy.
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77. Member States should promote gender diversity in Al
research in academia and industry by offering incen-
tives to women to enter the field, put in place mech-
anisms to fight gender stereotyping and harassment
within the Al research community, and encouraging
academic and private entities to share best practices

on how to promote diversity.
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78. Member States and funding bodies should promote
interdisciplinary Al research by including disciplines
other than science, technology, engineering, and
mathematics (STEM), e.g. law, international relations,

political sciences, education, philosophy, culture, and
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78.

linguistic studies to ensure a critical approach to Al
research and proper monitoring of possible misuses

or adverse effects.
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ACTION GOAL IV: DEVELOPMENT AND INTERNA-
TIONAL COOPERATION
5 28 IV: AT 2 24 e

79.

79.

Ensure a cooperative and ethical approach to using Al
in development applications, given the great oppor-
tunity this technology affords towards the acceleration
of development efforts.
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Policy Action 7: Promoting Ethical Use of Al in Development
B8 5 7: ABoIA AR L4 A48 A%

80. Member States should encourage the ethical use of
Al in areas of development such as healthcare, agri-
culture/food supply, education, culture, environment,
water management, infrastructure management, eco-

nomic planning and growth, and others.
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81. Member States and international organizations should
strive to provide platforms for international coopera-
tion on Al for development, including by contributing
expertise, funding, data, domain knowledge, infra-
structure, and facilitating workshops between techni-
cal and business experts to tackle challenging devel-

opment problems, especially for LMICs and LDCs.
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82.

82.3
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Member States should work to promote international
collaborations on Al research, including research cen-
ters and networks that promote greater participation
of researchers from LMICs and other emerging geog-

raphies.

Policy Action 8: Promoting International Cooperation
on Al Ethics
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83.

Member States should work through international

organizations and research institutions to conduct
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Al ethics research. Both public and private entities
should ensure that algorithms and data used in a
wide array of Al areas — from policing and criminal
justice to employment, health and education — are
applied equally and fairly, including investigations
into what sorts of equality and fairness are appropri-
ate in different cultures and contexts, and exploring

how to match those to technically feasible solutions.
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84. Member States should encourage international co-
operation in Al development and deployment to
bridge geo-technological lines. This necessitates a
multi-stakeholder effort at the national, regional and
international levels. Technological exchanges/ con-

sultations should take place between Member States
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and their populations, between the public and private

sectors, and between and among Member States.
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ACTION GOAL V: GOVERNANCE FOR AI ETHICS
5 ZH V: ARAS LS A% AN

85. Promote and guide the inclusion of ethical consider-
ations in the governance of Al systems.

85. U5 A5 AIAFIS] AW A S84 TBAIGS L

=2 el ehjsiof g,

o

ook
ol
Sk

2l ofsist7l 167

Ho



Policy Action 9: Establishing Governance Mechanisms
for Al Ethics

49 9% 9: AFAS LU AT ANL AAUZ 75

86. Member States should ensure that any Al governance

mechanism is:

86. YRS BE AFAs AW HAUZo] ojste] BA2
e

a. Inclusive: invites and encourages participation of
representatives of indigenous communities, women,
young and elderly people, people with disabilities,

and other minority and underrepresented groups.
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b. Transparent: accepts oversight from relevant national
structures or trusted thirdparties. For the media, this
could be a cross-sectoral taskforce that fact-checks

sources; for technology companies, this could be
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external audits of design, deployment and internal
audit processes; for Member States, this could be re-

views by human rights forums.
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. Multidisciplinary: any issue should be viewed in a
holistic way and not only from the technological

point of view.
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. Multilateral: international agreements should be es-
tablished to mitigate and redress any harm that can
appear in a country caused by a company or user
based in another. This does not negate different
countries and regions developing their own rules as

appropriate to their cultures.
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87. Member States should foster the development of, and
access to, a digital ecosystem for ethical Al. Such an
ecosystem includes in particular digital technologies
and infrastructure, and mechanisms for sharing Al
knowledge, as appropriate. In this regard, Member
States should consider reviewing their policies and
regulatory frameworks, including on access to infor-
mation and open government to reflect Al-specific
requirements and promoting mechanisms, such as
data trusts, to support the safe, fair, legal and ethical

sharing of data, among others.
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Member States should encourage development and
use of comparable Al guidelines, including ethical
aspects at global and regional levels, and gather the
required evidence to evaluate, monitor and control
the progression in the ethical implementation of Al

systems.
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Member States should consider the development and
implementation of an international legal framework to
encourage international cooperation between States

and other stakeholders.
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Policy Action 10: Ensuring Trustworthiness of Al Systems
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90. Member States and private companies should imple-
ment proper measures to monitor all phases of an
Al system lifecycle, including the behaviour of algo-
rithms in charge of decision making, the data, as well
as Al actors involved in the process, especially in pub-

lic services and where direct end-user interaction is

needed
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91

91.

a.

. Member States should work on setting clear require-
ments for Al system transparency and explainability

based on:

Application domain: some sectors such as law enforce-
ment, security, education and healthcare, are likely to
have a higher need for transparency and explainability

than others.

. Target audience: the level of information about an Al

system's algorithms and outcome and the form of ex-
planation required may vary depending on who are
requesting the explanation, for example: users, domain

experts, developers, etc.
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c. Feasibility: many Al algorithms are still not explain-
able; for others, explainability adds a significant
implementation overhead. Until full explainabili-
ty is technically possible with minimal impact on
functionality, there will be a trade-off between the
accuracy/quality of a system and its level of explain-

ability.

92. Member States should encourage research into trans-
parency and explainability by putting additional

funding into those areas for different domains and at
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92.

93.

93. 3

different levels (technical, natural language, etc.).
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Member States and international organizations should
consider developing international standards that de-
scribe measurable, testable levels of transparency, so
that systems can be objectively assessed and levels of

compliance determined.

Policy Action 11: Ensuring Responsibility, Accountabil-

ity and Privacy

38 9511 3
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94. Member States should review and adapt, as appro-

priate, regulatory and legal frameworks to achieve
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accountability and responsibility for the content and
outcomes of Al systems at the different phases of
their lifecycle. Governments should introduce liability
frameworks or clarify the interpretation of existing
frameworks to make it possible to attribute account-
ability for the decisions and behaviour of Al systems.
When developing regulatory frameworks governments
should, in particular, take into account that responsi-
bility and accountability must always lie with a natural
or legal person: responsibility should not be delegated
to an Al system, nor should a legal personality be giv-

en to an Al system.
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95. Member States are encouraged to introduce impact
assessments to identify and assess benefits and risks
of Al systems, as well as risk prevention, mitigation
and monitoring measures. The risk assessment should
identify impacts on human rights, the environment,
and ethical and social implications in line with the
principles set forth in this Recommendation. Govern-
ments should adopt a regulatory framework that sets
out a procedure for public authorities to carry out
impact assessments on Al systems acquired, devel-
oped and/or deployed by those authorities to predict
consequences, mitigate risks, avoid harmful conse-
quences, facilitate citizen participation and address
societal challenges. As part of impact assessment,
the public authorities should be required to carry out
self assessment of existing and proposed Al systems,
which in particular, should include the assessment
whether the use of Al systems within a particular
area of the public sector is appropriate and what the
appropriate method is. The assessment should also
establish appropriate oversight mechanisms, includ-
ing auditability, traceability and explainability which

enables the assessment of algorithms, data and design
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processes, as well as include external review of Al
systems. Such an assessment should also be multidis-
ciplinary, multi-stakeholder, multicultural, pluralistic

and inclusive.
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96. Member States should involve all actors of the Al eco-
system (including, but not limited to, representatives
of civil society, law enforcement, insurers, investors,
manufacturers, engineers, lawyers, and users) in a
process to establish norms where these do not exist.
The norms can mature into best practices and laws.
Member States are further encouraged to use mecha-
nisms such as regulatory sandboxes to accelerate the
development of laws and policies in line with the rap-
id development of new technologies and ensure that
laws can be tested in a safe environment before being

officially adopted.
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97. Member States should ensure that harms caused to
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users through Al systems can be investigated, pun-
ished, and redressed, including by encouraging pri-
vate sector companies to provide remediation mecha-
nisms. The auditability and traceability of Al systems,
especially autonomous ones, should be promoted to

this end.
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98. Member States should apply appropriate safeguards
of individuals’ fundamental right to privacy, including
through the adoption or the enforcement of legisla-
tive frameworks that provide appropriate protection,
compliant with international law. In the absence of
such legislation, Member States should strongly en-
courage all Al actors, including private companies,
developing and operating Al systems to apply privacy

by design in their systems.
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Member States should ensure that individuals can
oversee the use of their private information/data, in
particular that they retain the right to access their

own data, and “the right to be forgotten”.
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100. Member States should ensure increased security for

personally identifiable data or data, which if dis-
closed, may cause exceptional damage, injury or
hardship to a person. Examples include data relating
to offences, criminal proceedings and convictions,
and related security measures; biometric data; per-

sonal data relating to “racial” or ethnic origin, polit-
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ical opinions, trade-union membership, religious or

other beliefs, health or sexual life.
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101. Member States should work to adopt a Commons ap-
proach to data to promote interoperability of data-
sets while ensuring their robustness and exercising
extreme vigilance in overseeing their collection and
utilization. This might, where possible and feasible,
include investing in the creation of gold standard
datasets, including open and trustworthy datasets,
that are diverse, constructed with the consent of
data subjects, when consent is required by law, and
encourage ethical practices in the technology, sup-
ported by sharing quality data in a common trusted

and secured data space.
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MONITORING AND EVALUATION
HUEE A 8ot

102. Member States should, according to their specific
conditions, governing structures and constitution-
al provisions, monitor and evaluate policies, pro-
grammes and mechanisms related to ethics of Al
using a combination of quantitative and qualitative
approaches, as appropriate. Member States are en-

couraged to consider the following:
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a. deploying appropriate research mechanisms to
measure the effectiveness and efficiency of ethics
of Al policies and incentives against defined ob-

jectives;
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103.

103.

b. collecting and disseminating progress, good prac-
tices, innovations and research reports on ethics
of Al and its implications with the support of UN-

ESCO and international ethics of Al communities.
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The possible mechanisms for monitoring and evalu-
ation may include an Al observatory covering ethical
compliance across UNESCQ’s areas of competence,
an experience sharing mechanism for Member States
to provide feedback on each other’s initiatives, and
a ‘compliance meter for developers of Al systems to
measure their adherence to policy recommendations

mentioned in this document.

7Rsd B - 7t dAUZelE fulATe] U

9 oAl 2o 248 AAAL ABAY 8 B

oizxis 22| ofs#st| 185



N

17, =0l A9 Aol vews Agst= 4d
T HAYS, dEAT ALE TR 2 Qke] IFE
2]

B BIANT) T ARG 202 39U 43l HY

OI-J

ox

104. Appropriate tools and indicators should be devel-
oped for measuring the effectiveness and efficien-
cy of polices related to ethics of Al against agreed
standards, priorities and targets, including specific
targets for disadvantaged and vulnerable groups.
This could involve evaluations of public and private
institutions, providers and programmes, including
self-evaluations, as well as tracer studies and the de-
velopment of sets of indicators. Data collection and
processing should be conducted in accordance with

legislation on data protection.
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105.

105.
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Processes for monitoring and evaluating should en-
sure broad participation of relevant stakeholders,
including, but not limited to, people of different age
groups, persons with disabilities, women and girls,
disadvantaged, marginalized and vulnerable popu-
lations, and respecting social and cultural diversity,
with a view to improving learning processes and
strengthening the connections between findings, de-
cision-making, transparency and accountability for

results.
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UTILIZATION AND EXPLOITATION OF
THE PRESENT RECOMMENDATION

& Aol S W 0|8

106. Member States should strive to extend and com-
plement their own action in respect of this Recom-
mendation, by cooperating with all national and
international governmental and non-governmental
organizations whose activities fall within the scope

and objectives of this Recommendation.
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107. Member States and stakeholders as identified in this
Recommendation should take all feasible steps to
apply the provisions spelled out above to give effect
to the foundational values, principles and actions set

forth in this Recommendation.
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PROMOTION OF THE PRESENT
RECOMMENDATION
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108. UNESCO has the vocation to be the principal Unit-
ed Nations agency to promote and disseminate this
Recommendation, and accordingly shall work in
collaboration with other United Nations entities,
including but not limited to the United Nations Sec-
retary-General's High-level Panel on Digital Coop-
eration, COMEST, the International Bioethics Com-
mittee (IBC), the Intergovernmental Bioethics Com-
mittee (IGBC), the International Telecommunication
Union (ITU), and other relevant United Nations enti-

ties concerned with the ethics of Al
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UNESCO shall also work in collaboration with oth-
er international organizations, including but not
limited to the African Union (AU), the Association
of Southeast Asian Nations (ASEAN), the Council of
Burope (CoE), the Eurasian Economic Union (EAEU),
the Buropean Union (EU), the Organisation for Eco-
nomic Co-operation and Development (OECD) and
the Organization for Security and Co-operation in
Burope (OSCE), as well as the Institute of Electrical
and Electronic Engineers (IEEE) and the Internation-

al Organization for Standardization (ISO).
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FINAL PROVISIONS
25 7%

110. The Recommendation needs to be understood as a
whole, and the foundational values and principles
are to be understood as complementary and interre-
lated. Each principle is to be considered in the con-

text of the foundational values.
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111. Nothing in this Recommendation may be interpreted
as approval for any State, other social actor, group,
or person to engage in any activity or perform any
act contrary to human rights, fundamental freedoms,
human dignity and concern for life on Earth and be-

yond
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